Inverse Kinematics Learning for Robotic Arms with Fewer Degrees of Freedom by Modular Neural Network Systems

Abstract—Inverse kinematics computation using an artificial neural network that learns the inverse kinematics of a robot arm has been employed by many researchers. However, the inverse kinematics system of typical robot arms with joint limits is a multi-valued and discontinuous function. Since it is difficult for a well-known multi-layer neural network to approximate this kind of function, a correct inverse kinematics model cannot be obtained by using a single neural network. To overcome the difficulties of inverse kinematics learning, we proposed a novel modular neural network system that consists of a number of experts, with each expert approximating a continuous part of the inverse kinematics function. The proposed system selects one appropriate expert whose output minimizes the expected position/orientation error of the end-effector of the arm. The system cannot learn a precise inverse kinematics model of this kind of arm. To overcome this, we adopted a modified Gauss-Newton method for finding the least-squares solution. Through the modifications presented in this paper, the improved modular neural network system can obtain a precise inverse kinematics model of a general robotic arm.
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I. INTRODUCTION

People who work efficiently in complex, unstructured environments acquire their skills through various kinds of learning. It may be necessary to implement similar abilities in robots to enable them to work in the same kinds of environments [1][2].

The task of calculating all of the joint angles that would result in a specific position/orientation of an end-effector of a robot arm is called the inverse kinematics problem. An inverse kinematics solver using an artificial neural network that learns the inverse kinematics system of a robot arm has been used in much research [3][4]; however, many researchers did not pay enough attention to the fact that the inverse kinematics function of a typical robot arm with joint limits is a multi-valued, discontinuous function. Although given enough hidden units multi-layer neural networks are in theory universal approximators, it is difficult to train them to approximate these kinds of discontinuous functions with currently popular algorithms.

Jacobs et al. [5][6] proposed a modular neural network architecture that has been used by many researchers. However, the typical input-output mapping of their networks is described as a single-valued function. Their learning methods would not be suitable for the inverse kinematics learning of a general robotic arm.

The inverse kinematics function can be decomposed into a finite number of inverse kinematics solution branches. DeMers et al. proposed an inverse kinematics learning method in which a neural network learns each solution branch [7][8]. However, the method is purely off-line and is not applicable for on-line learning, that is, the simultaneous or alternate execution of robot control and inverse model learning. Furthermore, the method is not goal-directed. There is no direct way to train the learner to output a joint angle vector corresponding to a given desired end-effector position/orientation.

We proposed a novel modular neural network architecture for inverse kinematics learning based on DeMers’ method [9][10]. The proposed modular neural network system consists of a number of experts, implemented using artificial neural networks. Each expert approximates a continuous region of the inverse kinematics function. The proposed modular neural network system selects one expert whose output minimizes the expected position/orientation error of the end-effector of the arm. The proposed system can learn a precise inverse kinematics model of a robotic arm with equal or more degrees of freedom than that of its end-effector.

However, there are robotic arms with fewer degrees of freedom. The system is not applicable to these robotic arms,
because it uses Resolved Motion Rate Control (RMRC) [11] to find the inverse kinematics solutions and RMRC is only applicable for a robotic arm with equal or greater degrees of freedom than that of its end-effector.

To obtain a precise inverse kinematics model of a robot with fewer degrees of freedom, some modifications are necessary. We modified the Gauss-Newton method for finding the joint angle vector trajectory from the initial posture of the arm to the given desired end-effector position/orientation. By the modifications proposed in this paper, the improved modular neural network system can obtain a precise inverse kinematics model of a general robotic arm. Numerical experiments of the inverse kinematics learning were performed in order to evaluate the performance of the improved system.

Let $\Phi_{im}(x)$ be the output of the inverse kinematics model. Although $g(x)$ is usually a multi-valued and discontinuous function, the inverse kinematics function can be constructed by the appropriate synthesis of continuous functions [8][9][10].

### A. Configuration of the proposed inverse kinematics solver

Fig. 1 shows the configuration of the improved inverse kinematics solver with the modular architecture networks for inverse kinematics learning. Each expert network in Fig. 1 approximates a continuous region of the inverse kinematics function. The forward models in Fig. 1 approximate the forward kinematics function of the robot arm. They have the same input-output relationship. The performance index of each expert is the predicted end-effector position/orientation error calculated by using the forward model. The expert selector chooses one appropriate expert by using the expected performances of the experts.

The extended feedback controller consists of the reaching trajectory generator, the end-effector position/orientation error feedback controller, and the random posture generator as shown in Fig. 1. The extended feedback controller calculates inverse kinematics solutions by a kind of iterative improvement method as described in Section II-C. When no precise solution is obtained by using the output of the selected expert as the initial value of the calculation, the controller performs a global search, which is also described in Section II-C. The proposed modular network system generates a new expert when no expert can generate an initial value that finally reaches an inverse kinematics solution for a given desired end-effector position/orientation.

### B. Configuration of the expert

Each expert has its representative posture. Let $\theta_i^{(i)}$ be the representative posture of the $i$-th expert and $x_i^{(1)}$ be the end-effector position/orientation that corresponds to $\theta_i^{(i)}$. Let $\Phi_{im}(x)$ be the output of the $i$-th expert when the input of the expert is $x$. Each expert is trained to satisfy the following equation:

$$x_i^{(1)} = f(\Phi_{im}(x_i^{(1)})).$$

The above condition can be easily satisfied by changing the bias parameters of the output layer of the expert. Let $\Phi_{im}(x)$ be the desired output for the $i$-th expert. To maintain the above condition, the expert is periodically trained by setting the desired output as follows:

$$\Phi_{im}^{(i)}(x_i^{(i)}) = \theta_i^{(i)}.$$

Each expert approximates a continuous region of the inverse kinematics function in which the reaching motion can move the end-effector smoothly from its representative posture.

The proposed modular net system uses the predicted position/orientation error as the performance index of the expert. The expert selector chooses the expert with the minimum predicted error. Let $\Phi_{im}(\theta)$ be the output of the forward...
kinematics model. The predicted error of the \(i\)-th expert \(p_i\) is calculated as follows:

\[
p_i = ||x_d - \Phi_{\text{inv}}(\Phi_{\text{inv}}(x_d))||.
\]

(3)

C. Extended feedback controller

Conventional on-line inverse model learning methods, such as forward and inverse modeling proposed by Jordan [4] and feedback error learning proposed by Kawato [12], are based on the local information of the forward system near the output of the inverse model. The desired output signal provided by these methods is not always in the direction that finally reaches the correct solution of the inverse problem. An extended feedback controller avoids that drawback by employing a global search technique based on the multiple starts of the iterative method.

When a desired end-effector position/orientation \(x_d\) is given, the expert selector chooses the expert with the minimum predicted error among all the experts. When the predicted error of the selected expert is lower than an appropriate threshold \(r_{\text{enm}}\), the extended feedback controller conducts a reaching motion from the posture corresponding to the output of the expert to \(x_d\) by using a newly developed iterative improvement technique, as described in Section III. When the predicted error of the selected expert is larger than an appropriate threshold \(r_{\text{enm}}\), the extended feedback controller conducts a reaching motion from the representative posture of the selected expert.

When the controller cannot find a precise solution because of the singularity of the Jacobian or the joint limits, the reaching motion is regarded as a failure and the reaching motions from the following three kinds of initial postures are conducted until a precise solution is obtained.

1. The posture corresponding to the output of the other expert with the predicted error smaller than \(r_{\text{enm}}\)
2. The representative postures of the randomly selected experts
3. Randomly generated postures

When a precise solution is obtained from a randomly generated posture, a new expert is generated and the solution is used as the representative posture \(\Phi_{\text{enm}}\) of the expert. If a precise solution is obtained in the above steps, the solution is used as the desired output signal for the expert.

III. UPDATED REACHING MOTION CONTROL

A. Reaching motion for equal or more degrees of freedom

Before presenting the updated method, the previous method is presented.

Let \(\theta(0)\) be the initial posture of the iterative method, which is the output of the selected expert \(\Phi_{\text{enm}}(x_d)\); the representative posture of the selected expert \(\Phi_{\text{enm}}\); or the randomly generated posture. The extended feedback controller conducts a reaching motion from \(x_s = f(\theta(0))\) to \(x_d\).

We assume that a precise end-effector position/orientation feedback controller is already obtained by numerical differentiation techniques or by learning [13]. We used a resolved motion rate control (RMRC) [11] to realize the reaching motion. The desired trajectory of the end-effector position/orientation is on a straight line which connects \(x_s\) to \(x_d\). The previous reaching motion is conducted as the tracking control to the following desired trajectory of the end-effector \(x_d(k) = 0, 1, \ldots, T + 1\) described as follows:

Let \(T\) be an integer that satisfies \(T - 1 \leq ||x_d - x_s||/r_{\text{enm}} < T\), where \(r_{\text{enm}}\) represents step size. The desired trajectory \(x_d(k)\) is a straight line from \(x_s = f(\theta(0))\) to \(x_d\) which is calculated as follows:

\[
x_d(k) = \begin{cases} (1 - \frac{k}{T})x_s + \frac{k}{T}x_d & (0 \leq k < T) \\ x_d & (k \geq T). \end{cases}
\]

(4)

When the orientation is represented by the direction cosine matrix or the quaternion, the components of \(x_d(k)\) must be normalized.

Let \(J^*(\theta)\) be the pseudo-inverse matrix (Moore-Penrose generalized inverse matrix) of \(J(\theta)\), which is calculated as

\[
J^*(\theta) = J^T(\theta)(J(\theta)J^T(\theta))^{-1}.
\]

(5)

\(J^*(\theta)\) is used as the coordinate transformation gain of the output error feedback.

Let \(\theta(k)\) be an approximate inverse kinematics solution at step \(k\) and \(\Delta \theta(k)\) be the change of \(\theta(k)\). The trajectory of the joint angle vector \(\theta(k)\) is calculated as follows:

\[
\theta(k + 1) = \theta(k) + \Delta \theta(k)
\]

\[
\Delta \theta(k) = J^*(\theta(k))(x_d(k + 1) - f(\theta(k))).
\]

(6)

(7)

When \(n\) is smaller than or equal to \(m\) and \(r_{\text{enm}}\) is small enough for the non-linearity of the forward kinematics function \(f(\theta)\), \(J^*(\theta(k + 1))\) can satisfy the following equation:

\[
x_d(k + 1) \approx f(\theta(k + 1)).
\]

(8)

If a precise solution \(\theta(k)\), from which end-effector position/orientation error norm \(||x_d(k) - f(\theta(k))||\) is lower than an appropriate threshold \(r_{\text{enm}}\) is obtained, the solution is used for training the selected expert as follows:

\[
\Phi_{\text{enm}}(x_d(k)) = \theta(k).
\]

(9)

B. Updated reaching motion

\(J^*(\theta)\) defined in Equation (5) cannot be calculated when \(n\) is greater than \(m\). Usually, an arm with fewer degrees of freedom cannot realize a given desired trajectory of the end-effector position/orientation. The reaching motion is not achieved by tracking a straight line from \(x_s = f(\theta(0))\) to \(x_d\) as in Section III-A. A slight but important modification of the reaching motion is necessary.

Let \(J^*(\theta)\) be the generalized inverse matrix for finding a least-squares solution, which is calculated as follows:

\[
J^*(\theta) = (J^T(\theta)J(\theta))^{-1}J^T(\theta).
\]

(10)

The real calculation is conducted by using Singular Value Decomposition (SVD) of \(J(\theta)\). By using \(J^*(\theta)\), the update vector of the Gauss-Newton method is calculated as follows:

\[
\Delta \theta_{\text{G}}(k) = J^*(\theta(k))(\theta(k))(x_d - f(\theta(k))).
\]

(11)
The above $\Delta \theta_G(k)$ is sometimes too large for controlling the robotic arm. Let $r_{\theta_{\text{est}}}$ be the step size parameter to keep $\|\Delta \theta(k)\|$ small enough. $\Delta \theta(k)$ is calculated as follows:

$$\Delta \theta(k) =
\begin{cases}
\Delta \theta_G(k) & (\|\Delta \theta_G(k)\| < r_{\theta_{\text{est}}}) \\
\frac{r_{\theta_{\text{est}}}}{\|\Delta \theta_G(k)\|} \Delta \theta_G(k) & (\|\Delta \theta_G(k)\| \geq r_{\theta_{\text{est}}}).
\end{cases} \quad (12)$$

$\theta(k)$ is a unique inverse kinematics solution for $x(k) = f(\theta(k))$ in most cases. Instead of Equation (9), the learning of the selected expert learning is conducted as follows:

$$\Phi^{(s)}_{im}(x(k)) = \theta(k). \quad (13)$$

Let $r_{\theta_{\text{min}}}$ be an appropriate positive number defining the minimum size of $\Delta \theta(k)$. The reaching motion is regarded as successfully finished when the following inequalities are established:

$$\|x_d - f(\theta(k))\| < r_e \quad (14)$$

$$\|\Delta \theta(k)\| < r_{\theta_{\text{min}}} \quad (15)$$

IV. Simulations

The modular neural network systems selected the expert with minimum error by using the complete forward kinematics model $f(\theta)$. We performed simulations of learning the inverse kinematics model of a five-degree-of-freedom (DoF) arm, and for simplicity tested the modular neural network systems in these simulations.

A. A novel learner

Such learning algorithms as the backpropagation of error that are typically applied to multi-layer neural networks are not fast. To accelerate the learning speed, we adopted a novel learner as the expert of the proposed modular network system and a novel learning method based on the Kalman filter [14]. The learner is an ensemble of linear neural networks. We call the learner collection of linear learning units (CLLU). The learner is described in Appendix A.

B. Learning the inverse kinematics of a 5-DoF arm

We conducted simulations of learning the inverse kinematics model of a 5-DoF arm (Pioneer 2 Robotic Arm) [15] for the overall end-effector position and orientation. The configuration of the arm is illustrated in Fig. 2. Let $x = (\phi_1, \phi_2, \phi_3, x, y, z)^T$ be the end-effector position/orientation vector. $(\phi_1, \phi_2, \phi_3)^T$ is the Euler angle vector and $(x, y, z)^T$ is the position vector. Let $\theta = (\theta_1, \theta_2, \theta_3, \theta_4, \theta_5)^T$ be the joint angle vector. The learning of the inverse kinematics model $\Phi_{im}(x)$ that transforms $x$ to $\theta$ was conducted.

For comparison, the modular neural network system was also tested under the condition that each expert was represented by a multi-layer neural network trained by the backpropagation of error. Hereafter, MLN indicates this system, whilst CLLU indicates the modular neural network system with a collection of linear learning units as experts.

In the simulations, joint angle vectors were generated by using a uniform random number generator, and the end-effector positions that correspond to the generated vectors were used as the desired end-effector positions/orientation $x_d$. To evaluate the performance of the proposed neural network system, 3,200,000 desired end-effector positions/orientations were generated for the estimation of the root mean square (RMS) error of the end-effector position and orientation. $r_{\text{sim}}$ was set at 0.33 m, $r_e$ was set at 0.002 m and $r_{\theta_{\text{est}}}$ was set at 0.05 rad.

The parameters concerning CLLU are defined in Appendix A and set as follows: $P_0$ was set at $10^5 Q$ and $R$ were set at 0.1 and 0.01, respectively. $r_{\theta_{\text{est}}}$ was set at 0.0001. $T_{\theta}$ was set at 1. $\alpha$ was set at 2. $r_{\text{min}}$ was set at 1/256. By changing the above parameters, especially, $R$, $r_{\theta_{\text{est}}}$ and $T_{\theta}$, the precision of the learned inverse kinematics model and the memory consumption can be changed.

A 4-layered neural network was used for MLN. The first layer (input layer) and the fourth layer (output layer) of the experts consisted of linear neurons. The second and the third layers each consisted of 30 nonlinear neurons. A 4-layered neural network was also used for training. The momentum parameter was set at 0.5.

Ten sets of 1,000,000 learning trials for the inverse kinematics learning by MLN and CLLU were conducted. Fig. 3(a) shows the means and the standard deviations of the learning curves in terms of the RMS error in the end-effector position controlled by CLLU and MLN, respectively. The vertical bars represent the standard deviations. Fig. 3(b) shows the means and the standard deviations of the learning curves in terms of the RMS error in the end-effector position orientation in a similar manner. Fig. 3(c) shows the means and the standard deviations of the percentage of the trials in which the posture generated by the first selected expert can successfully reach the desired position/orientation. Fig. 3(d) shows the means and the standard deviations of the number of experts needed in CLLU and MLN to model the inverse kinematics.

It can be seen that the RMS position error and the RMS orientation error decrease and the precision of the inverse model increases with the number of trials. The RMS position error of CLLU became smaller than $1.0 \times 10^{-2}$ m at about $2.0 \times 10^4$ learning trials. The RMS orientation error of CLLU became smaller than $1.0 \times 10^{-1}$ rad before $4.0 \times 10^4$ learning.
trials. The RMS position error of MLN was still larger than $1.0 \times 10^{-2}m$ and the RMS orientation error of MLN was still larger than $3.0 \times 10^{-1}rad$ after $1.0 \times 10^6$ learning trials. 4.0 $\times 10^4$ learning trials by CLLU take 152 seconds using the Intel Xeon 2.0 GHz (512KB cache/FSB400) and Intel C++ Compiler. $10^5$ learning trials by CLLU take 310 seconds. $10^6$ learning trials by MLN take 18.464 seconds. The learning speed of the CLLU is much faster than that of MLN.

It should be noted that CLLU requires more memory than MLN. While MLN requires less than $2MB$ memory, CLLU requires $412MB$ memory in $10^6$ learning trials when all the real numbers in the programs were stored as 64-bit floating-point data.

V. CONCLUSIONS

In this paper, we proposed some modifications of the modular neural network system for learning the inverse kinematics of robotic arms with fewer degrees of freedom. We confirmed the performance of the proposed system by numerical experiments. By the proposed improvement, the modular neural net system is applicable to general least-squares problems. Although the proposed architecture still has a number of limitations, we believe that the architecture can be the basic model of the practical inverse kinematics solver with a learning function. We are implementing more efficient learners, such as locally weighted regression (LWR) [16], locally weighted projection regression (LWPR) [17], and the normalized Gaussian network (NGnet) using the online expectation-maximization (EM) algorithm [18]. Although these learners require more computation, they require much less memory and relatively fewer training data. The results of using these learners will be reported in the near future.
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In the small region around a point of the position/orientation vector $x$, the inverse kinematic function $f^{-1}(x)$ can be approximated as follows:

$$f^{-1}(x) \approx Ax + b.$$  

where $A$ is an $m \times n$ matrix and $b$ is an $m \times 1$ vector. Let us consider the learning of $f^{-1}(x)$ around $x$ by changing $A$ and $b$. We use the Kalman filter algorithm for the learning.

To simplify the description, the following variables are introduced:

$$X = (x^T, 1)^T$$
$$A = (A, b).$$

Let $P$ be the covariance matrix of each row vector of $A$. $P$ is an $(n+1) \times (n+1)$ positive definite symmetric matrix. Let $Q$ be a scalar parameter describing the rate of the change of each component of $A$ and $b$.

Before learning, we do not know the value of $A$. Therefore, the initial value of $P$ is set as follows:

$$P(0) = P_0 I_{n+1}$$

where $P_0$ is a very large positive real number and $I_{n+1}$ is a $n+1 \times n+1$ identity matrix.

Periodically, $P$ is updated as follows:

$$P(+) = P(-) + QI_{n+1}$$

where $P(-)$ is the value of $P$ before the update and $P(+)\) is the value of $P$ after the update.

Let $\theta' = f^{-1}(x)$ be the desired output for the learner and $R$ be a scalar parameter describing the covariance of the following error vector defined as:

$$e_\theta = \theta' - \hat{A}X.$$

Since we assume that $\theta'$ contains no noise, $R$ mainly corresponds to the non-linearity of $f^{-1}(x)$.

When $x$ and $\theta' = f^{-1}(x)$ is given, $\hat{A}$ can be updated effectively by using the Kalman filter algorithm. The Kalman gain is calculated as follows:

$$K = \frac{P(-)X}{X^TP(-)X + R}.$$  

Let $\hat{A}(-)$ be the value of $A$ before learning and $\hat{A}(+)$ be the value of $A$ after learning. $A$ and $P$ are updated as follows:

$$\hat{A}(+) = \hat{A}(-) + Ke_\theta^T$$
$$P(+) = P(-) - KX^TP(-).$$

After $n+1$ updates of $\hat{A}$ and $P$, $\hat{A}$ converges to a relatively precise value. If the position/orientation vector space is divided into a set of small regions, the above learning algorithm is useful in each small region.

B. Division of the input vector space

We use a novel learner that consists of a collection of the above linear learning units. Let $x_{min}$ and $x_{max}$ be the lower and upper limits for the input vector $x$.

Let us consider the $j$-th unit that has variables such as $x_{min}^{(j)}$, $x_{max}^{(j)}$, $\hat{A}^{(j)}$, and $P^{(j)}$. $x_{min}^{(j)}$ and $x_{max}^{(j)}$ represent the limits of the input region of the unit. The input region of the unit is a $n-D$ hyper-rectangular parallelepiped. When the input $x$ satisfies the following inequalities

$$x_{min}^{(j)} \leq x_i \leq x_{max}^{(j)} (i = 1, 2, \ldots, n),$$

the output of the unit is calculated as

$$\theta^{(j)} = \hat{A}^{(j)} X.$$

$\theta^{(j)}$ is used as the output of the whole units as

$$\theta = \theta^{(j)}.$$  

Let us consider the following updated error of the $j$-th unit.

$$e_\theta^{(j)}(+) = \theta' - \hat{A}^{(j)}(+) X$$

As the learning proceeds, the norm of $P^{(j)}$ becomes small and the change of $\hat{A}^{(j)}$ becomes small. When the input region
of the \(j\)-th unit is too large, the learning based on the Kalman filter cannot keep the inequality defined as
\[
|e^{(j)}_{p}(+)\| < r_{e\theta}
\]
where \(r_{e\theta}\) is an appropriate positive threshold. When the above inequality breaks down an appropriate number of times \(T_{e\theta}\), the \(j\)-th unit is divided. As \(r_{e\theta}\) decreases, the possibility of the division of the unit increases and the memory consumption increases.

The conceptual diagram of the calculation of the learner is illustrated in Fig. A-1.
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**Fig. A-1 Calculation of the proposed learner**

In the previous work [14], the \(j\)-th unit is divided into \(2^n\) hyper-rectangular parallelepipeds. The length of the side of the generated units is half that of the \(j\)-th unit. The \(j\)-th unit is divided into \(2^n\) hyper-rectangular parallelepipeds. The following scaled lengths of the sides of the parallelepiped are calculated:
\[
r_{i} = \frac{x^{(j)}_{\max,i} - x^{(j)}_{\min,i}}{x^{(j)}_{\max,i} - x^{(j)}_{\min,i}} (i = 1, ..., n)
\]
The axis corresponding to the maximum scaled length is selected for the division. The length of the selected side of the generated units is half that of the \(j\)-th unit. The length of the other side of the generated units is the same as that of the \(j\)-th unit.

Fig. A-2 shows two examples of the divided input space when the input dimension \(n\) is 2. Fig. A-2(a) shows an example of the divided input space by the previous division method [14] and Fig. A-2(b) shows that by the method used in this paper. The modification of the division method can reduce the memory consumption. However, the number of divisions must be greater than that of the previous method to realize the same precision. The parameters concerning the divisions, \(R\), \(r_{e\theta}\), and \(T_{e\theta}\) should be selected carefully. It should be noted that the division method is still under development.

To suppress memory consumption, the minimum size of units is defined. If the scaled length of the side of a unit is smaller than the minimum size \(r_{\min}\), the unit is not divided even if the unit cannot learn a given desired output.

![Division examples](image2)

(a) Previous method (b) Modified method

**Fig. A-2 Division of Input Space (2 Dimensional Case)**

\(P^{(l)}\) of \(l\)-st generated unit is initialized as follows:
\[
P^{(l)} = \alpha P^{(j)}
\]
where \(\alpha\) is an appropriate real number, larger than 1. The initial value of \(\hat{A}^{(l)}\) of the \(l\)-st generated unit is set at \(\hat{A}^{(j)}\). The generated units are trained instead of the \(j\)-th unit.

One drawback of the proposed learner is the discontinuity of the input-output relationship of the learner. However, the discontinuity is not a problem when a desired position/orientation vector is given discretely. Furthermore, a number of interpolation techniques developed for robotic control is useful when a desired trajectory of the position/orientation vector is given. The other drawback of the learner is the large memory consumption when the input dimension is large. However, the maximum input dimension of the inverse kinematics problem is 6 or 7 in many cases. We believe further improvement of the learner can overcome these drawbacks.