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ABSTRACT
Governments are increasingly using artificial intelligence to improve workflows and services. Applications range from predicting climate change, crime, and earthquakes to flu outbreaks, low air quality, and tax fraud. Artificial agents are already having an impact on eldercare, education, and open government, enabling users to complete procedures through a conversational interface. Whether replacing humans or assisting them, they are the technological fix of our times. In two experiments and a follow-up study, we investigate factors that influence the acceptance of artificial agents in positions of power, using attachment theory and disappointment theory as explanatory models. We found that when the state of the world provokes anxiety, citizens perceive artificial agents as a reliable proxy to replace human leaders. Moreover, people accept artificial agents as decision-makers in politics and security more willingly when they deem their leaders or government to be untrustworthy, disappointing, or immoral. Finally, we discuss these results with respect to theories of technology acceptance and the delegation of duties and prerogatives.
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1 Introduction
Governments including China, the European Union, the United States are increasingly using artificial agents (AA) to automate internal processes and provision services to the public [108]. However, a lack of their acceptance is a barrier to their integration into everyday life. Ordinary people’s attitudes are ambivalent. They swing from hope that artificial agents will solve the world’s problems [78] to fear of human obsolescence [79,95] and loss of control [48]. In this context, would people be willing to give artificial agents roles as policymakers? Would they delegate their security to them, even at the risk of losing privacy? We examine whether artificial agents could be accepted as reliable proxies in political and security decision-making, thereby restoring trust in government. To do so, we build on two theories: attachment theory, which explains people’s desire to restore a sense of security by relying on others, and disappointment theory, which explains their tendency to make choices to reduce future disappointment. We also probe the factors citizens use to compare artificial agents with humans in positions of power. More generally, we discuss the delegation of control to artificial agents.

Nonexperts generally consider artificial agents to be intelligent [34,104] and able to reason [50,110]. Because of their perceived competence, they may be willing to rely on artificial agents more than on simple objects [45] or unreliable humans [55]. However, nonexperts also feel ambivalent about the future role of artificial agents in society. They especially worry about how their freedom and privacy could be maintained if artificial agents were in positions of power. Some people fear artificial agents taking over society, for example, because of their intelligence rapidly increasing above human levels after an event called the singularity [54].
Nevertheless, nonexperts simultaneously view artificial agents as a technological fix for labor shortages [9]. They accept them as human assistants or caregivers [42]. However, no study has investigated whether people could also accept artificial agents as political leaders or in other positions of power.

Beyond these futuristic scenarios, views on political leaders are evolving, as anxiety about the future rises, especially concerning trust. Here, trust is defined as citizens’ confidence that political leaders will act in their shared interests. In many countries, citizens’ trust in their leaders is in decline. This is exhibited by massive protests around the world [32]. Diminished trust is pushing citizens to seek nonpolitical alternatives [89]. Could these alternatives include artificial agents? To what extent does the acceptance of AAs in political roles depend on the current context, such as people’s attitudes toward real human leaders?

In two experiments and a follow-up study, we explore these issues. To accomplish this, we first establish our two main theoretical frameworks: 1) attachment theory, wherein the acceptance of AAs in leadership roles is a means of restoring a sense of safety and control, and 2) disappointment theory, wherein the acceptance of AAs results from a lack of trust in political leaders and a search for alternatives.

Consistent with attachment theory, Experiment 1 revealed that, when the state of the world provokes anxiety, citizens view artificial agents more favorably, which increases their acceptance of them to replace human leaders in politics and security. Consistent with disappointment theory, the follow-up study revealed that individuals who distrust their government and other people are more inclined to view artificial agents as an alternative. Consistent with both theories, Experiment 2 revealed that, when citizens feel disappointed in government, they also view their political leaders as less moral, which causes them to trust them less. Viewing artificial agents as an alternative increases trust in having them in government. Our findings contribute to research on trust in artificial intelligence [36,40,41,53,100] and the use of artificial intelligence in government [21,47,108].

1.1 Attitudes toward artificial agents and trust

The main factor enabling technology to become embedded in society is trust. Trust is key to technology acceptance and adoption [86], especially regarding people’s beliefs about technology tools and their intention to use them [22]. The bases for trust in technology are performance, process, and purpose [63]. Performance is what technology does. Process is the degree to which it fits the situation and goal. Purpose is the degree to which it is used according to the owner’s intent. Let us consider how artificial agents could earn our trust and reliance based on these three factors.

1.1.1 The micro level

Lee and Moray’s model of trust in technology aligns with attachment theory [63]. Attachment theory describes within each individual a cognitive process: Attitudes toward others are partly shaped by a motivational and behavioral system that directs an individual who feels threatened to seek the protection of a trusted authority figure [50,76]. The core aspect of attachment theory is the search for physical or psychological proximity to the authority figure. For a young child, this would typically be a parent, though it could be a different caregiver, such as a relative or teacher. Attachment to the authority figure serves a purpose. It heightens the individual’s sense of security. An individual maturing into adulthood will seek new attachments that better serve this purpose. Shifts in attachment are driven by the expected performance of alternatives based on experience and other evidence of their reliability. Thus, the expectation of reliability serves as a basis for trust [65,112].

In anxiety-provoking situations, an individual may restore a sense of security not only through attachment to another human being but also through attachment to a nonhuman object [4,55,94]. What remains unexplored is whether in these situations an artificial agent could be seen as a potential authority figure despite our ambivalence toward this form of technology.

People’s confidence in their ability to control their environment and what happens to them is essential for their wellbeing. This process may be driven by biological and psychological necessity [64]. For the human

---

1 This paper assumes only the well supported cognitive process described by attachment theory, not its predictions about child development.
species, relying on others is paradoxically one of the processes by which a feeling of control is maintained [31]. Our concept of others can broaden to include artificial agents; AAs, deemed socially viable, activate a socio-cognitive process similar to the one activated by humans [103,104]. Thus, attachment to an AA is plausible [29]. During uncertain times, when an individual’s sense of control is threatened, attachment to artificial agents could restore it. AAs could act as a proxy for humans because they tend to activate the same social scenarios. Indeed, AAs could enable people to feel safer [80]. The mere presence of the agent may give comfort even if it does not objectively restructure the situation.

1.1.2 The macro level
People typically lack direct control over the social and institutional conditions that affect their everyday lives. Their wellbeing, security, and other valued outcomes depend on a mediated form of agency: proxy agency. People use proxy agents—because of their expertise and resources—to act on their behalf for a specific purpose at an individual or societal level [5]. Could artificial agents be considered reliable proxy agents for a society? We would argue, yes. People already see technology as a potential fix for the world’s problems, from climate change [17] to poverty [102]. Machines are increasingly used for medical diagnoses [74] and financial decisions [1]. The choice to rely on machines emerges from comparing their competence, efficiency, and reliability to those of humans. If we can delegate aspects of our health and finances to artificial agents, why not politics? To answer this question, we must identify factors for comparing the perceived political efficacy of humans and machines.

1.2 From humans to artificial agents: The trust fix
In many domains, people use proxy agents to ensure their security and wellbeing [5]. A political leader is a proxy agent, and trust is essential for citizens to agree to defer control. The effectiveness of government initiatives often depends on the trust of the citizenry. A decline in trust bodes ill for society [49]. Attitudes towards the government are not dichotomous because a lack of trust in the government does not necessarily indicate distrust but rather a lack of information or conflicting information about its performance. Therefore, we consider trust in government to be a continuum, ranging from distrust to lack of trust to trust. Moreover, to conceptualize trust in government, we adopt the encapsulated view of trust that grounds it in the public’s shared interests [19,46]. Trust is subjective. Different individuals have different ideas about what it means for political leaders to act in their shared interests and even which stakeholders share in those interests. Trust could arise from viewing the actions of political leaders as beneficial or having confidence they will do what is right and fair [30].

Citizens tend to trust the government to act according to shared interests when the following apply: citizens believe organizational and political incentives limit government to its defined purpose; they are confident in its ability to serve that purpose; and the government is open and transparent enough for citizens to judge its performance. Citizens’ trust also encourages those in government to act according to shared interests.

People can assess the performance, process, and purpose of their political leaders like they assess their technology. Performance is the degree to which their leaders are taking actions that produce valued outcomes. Process is the degree to which their leaders’ decisions fit the situation, conform to the law, and follow the constitutional procedures that limit their power. Purpose is the degree to which their leaders govern in their citizens’ interests. As no political leader or government can be approved unanimously, elections are organized.

Our contemporary era is marked by distrust in government in part because of the perceived gap between citizens and the political sphere. “One of the reasons for the political disintegration of recent years is the decline in the overall awareness of political action” [46]. If citizens feel disconnected from their government and its policies, when they do not like an outcome, they will be more likely to distrust their political leaders. As proxy agents, citizens would assess their leaders as unsatisfactory in adhering to their purpose and the process. Furthermore, citizens who are dissatisfied with policy decisions may feel voting in elections is not enough. Instead, they may protest, demand their leaders’ replacement, and even try to get directly involved in government (e.g., Gilets Jaunes in France, Anti-ELAB in Hong Kong, the 2019–2020 protests in Lebanon).

Dissatisfaction and disconnection can be a source of anxiety because the future seems less controllable. This
perception motivates the search for reliable alternatives to restore a sense of control. Given today’s political climate and the growing prevalence of artificial agents, it is timely to investigate how trust in government affects attitudes toward artificial agents, especially their capacity to serve in roles deemed poorly filled by current political leaders.

1.3 The present experiments
To consider these issues, we first investigate whether anxiety-provoking situations modulate attitudes toward artificial agents and their acceptance. Next, we examine how distrust of other people and the government influences the perception of artificial agents as an alternative to humans in political and security decision-making. We then investigate whether disappointment with governance modulates beliefs about political leaders’ morality and relative evaluations of artificial agents. Finally, we propose an integrative model of how, and under what conditions, people could accept artificial agents as proxies for unreliable human leaders.

2 General method
Experiment 1, a follow-up study, and Experiment 2 comprise the empirical part of this paper.

2.1 Recruitment and sampling
Participants were French speakers randomly selected from a roster of university students and recruited by email. Participation was voluntary. This study was carried out under the provisions of the Declaration of Helsinki.

2.2 Procedure
Materials were administered online via Qualtrics at a time and location chosen by the participant. All materials were presented in French.
On all questionnaires, participants responded to items on a 7-point scale. Unless otherwise noted, the scales indicated level of agreement from 1, “totally disagree,” to 7, “totally agree.” All dependent variables were indices that averaged scale items ranging from 1 to 7.

2.3 Data analysis
Test statistics were two tailed and interpreted at a .05 significance level. Partial eta squared (\(\eta_p^2\)) was interpreted with small = .01, medium = .06, and large = .14 thresholds [23] and Cronbach’s α with acceptable = .7, good = .8, and excellent = .9 thresholds. For the path analysis of the structural equation models, criteria for acceptable global fit were \(p > .05\) for the model (cannot reject the exact fit hypothesis), RMSEA ≤ .05 (a cutoff for good fit [72]), RMSEA \(\hat{\varepsilon}_L = 0\) (confidence interval includes zero), and the combination rule: CFI ≥ .95 and SRMR ≤ .08 [51]. All betas (\(\beta\)) were standardized. ANOVAs were performed in SPSS. Mediation analyses used the PROCESS plugin. Path analyses were performed in AMOS [58,67,114] by maximum likelihood (ML) estimation using the variance-covariance matrix [77]. ML estimation is widely used and often more reliable than other methods [14].

3 Experiment 1: Attitudes mediate acceptance
Experiment 1 presents news on the same topics at a low or high level of severity to manipulate anxiety provoked by the state of the world. The experiment is designed to investigate whether anxiety increases positive attitudes toward artificial agents and whether these attitudes mediate the acceptance of artificial agents in politics [84] and security positions [27] and willingness to trade freedom and privacy for the security they provide.
3.1 Theory and hypotheses

Attachment theory predicts that, in an anxiety-provoking situation, individuals develop more positive attitudes toward new sources of protection that could restore their sense of safety [50]. These new sources could include artificial agents, which hold the promise of a technological fix [18,54].

H1. Anxiety provoked by the state of the world increases positive attitudes toward artificial agents.

An anxiety-provoking situation can reinforce the basic need for control [7]. A feeling of control could be restored with nonhuman help [33], such as the help of artificial agents [35]. Attachment theory predicts that positive attitudes would motivate the acceptance of their protection. Thus, attitudes serve as a mediating variable.

H2. Anxiety increases the acceptance of artificial agents in politics and security, mediated by attitudes toward them.

Again, attachment theory predicts that, in an anxiety-provoking situation, an increase in positive attitudes toward artificial agents could mitigate the situation by enlisting their help [35]. By extension, in the context of governance, positive attitudes should motivate willingness to delegate authority to artificial agents—even at the risk of losing some freedom and privacy.

H3. Anxiety increases willingness to trade freedom and privacy for the security provided by artificial agents, mediated by attitudes toward them.

Thus, in anxiety-provoking situations, in line with attachment theory, artificial agents could be seen as restoring a sense of safety or control by serving as a more reliable alternative to human leaders [52,70].

3.2 Research design

The experiment had a 2-group between-groups posttest-only design. Participants were randomly assigned to one of two conditions: anxiety-provoking or neutral.

3.3 Procedure

Participants were instructed to read a text, presented as a newspaper article, about the state of the world. The text included descriptions of the rise of extremism in Europe, the number of terrorist attacks in France, and the U.S. withdrawal from the 2015 Paris Agreement on climate change. After reading the text, participants were asked to complete questionnaires in the order listed below, except the order of the last two questionnaires was randomized.

3.4 Independent variable

The independent variable was the state-of-the-world prime. In the anxiety-provoking condition, the text presented life as getting worse by heightening negative outcomes relative to the neutral condition. For example, on terrorism, a sample text was “Ten attempted attacks have taken place in France since the beginning of the year, two of which left seven dead and 19 wounded,” whereas, in the neutral condition, the corresponding text was “Ten attacks were successfully thwarted in France since the beginning of the year.” On the environment, “Waters were 30 meters above normal and flooding was likely,” whereas in the neutral condition, “Waters were nine meters above normal and flooding was possible.” (In both conditions, an image showing the effect of rising waters in France accompanied the item.)

---

2 The level of anxiety primed by the two texts was pretested with 20 participants. Participants responded to the question “Does this text makes me feel anxious?” on a 7-point scale from 1, “not at all,” to 7, “totally.” The anxiety-provoking text was rated more anxiety-provoking than the neutral text, $F(1, 19) = 23.35, p < .001, \eta^2_p = .57$. The anxiety-provoking text was also rated more anxiety-provoking than the midpoint of the scale, $t(9) = 4.64, p = .001, \eta^2_p = .39$ while the neutral text was not, $t(9) = -2.09, p = .066, \eta^2_p = .01$. 

---
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3.5 Manipulation check and reactance check

To verify the effectiveness of the prime, participants answered the question, “What do you think the state of the world is today?” on a 7-point scale, ranging from 1, “totally negative,” to 7, “totally positive.”

To control for the level of coercion felt by participants in both the anxiety-provoking and neutral texts [91], the Shen and Dillard reactance questionnaire was administered [60,99]. Reactance motivates individuals to restore their freedom. The Shen and Dillard questionnaire has two subscales: freedom threat (measured with items like “The message tried to make a decision for me,” 4 items) and emotional threat (measured with items like “Did you feel angry while viewing this message?” 4 items).

3.6 Dependent variables

3.6.1 Attitudes toward artificial agents

We adapted a scale from robotics to measure attitudes toward artificial agents [83,87]. Its subscales included items on AAs’ future and social influence (e.g., “I feel that if I depend on artificial agents too much, something bad might happen,” 5 items), relational attitudes (e.g., “I would feel uneasy if artificial agents had emotions,” 5 items), and interactions and situations (e.g., “I would feel very nervous just standing in front of an artificial agent,” 4 items). AAs were defined as “intelligent agents capable of analyzing their environment and processing a large amount of data to achieve goals (e.g., a robot or artificial intelligence agent).” The same definition was used in all experiments. This definition aligns with the dichotomy found between natural (e.g., humans, animals) and artificial agents (e.g., robot, artificial intelligence) [105]. For interpretability, items were scored so that higher values indicate a more positive attitude, which is the reverse of the original scale. The scale is the analogue of interpersonal warmth, the primary dimension of human social perception [28,38], but tailored for human–AA interaction and the particular kinds of discomfort people have with artificial agents.

3.6.2 Acceptance of artificial agents in politics and security

Participants rated their level of acceptance of artificial agents as decision-makers in politics and security (measured with items like I would accept “using artificial agents to make political decisions,” or “giving a veto to artificial agents when human decisions could be harmful,” 3 items).

3.6.3 Willingness to trade freedom and privacy

The last questionnaire was a surveillance-oriented security technologies scale adapted to measure willingness to trade freedom and privacy for the security provided by artificial agents [89]. (It included items like “Artificial agents should be able to store all data necessary to ensure safety for as long as necessary,” 5 items.)

<table>
<thead>
<tr>
<th>Table 1: Descriptive statistics (top) and correlations (bottom)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>M</strong></td>
</tr>
<tr>
<td>Attitudes toward artificial agents</td>
</tr>
<tr>
<td>Acceptance of artificial agents in politics and security</td>
</tr>
<tr>
<td>Willingness to trade freedom for the security provided by AAs</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Willingness to trade freedom for the security provided by AAs</th>
<th>Attitudes toward artificial agents</th>
</tr>
</thead>
<tbody>
<tr>
<td>Acceptance of artificial agents in politics and security</td>
<td>$r$</td>
<td>.19</td>
</tr>
<tr>
<td>Willingness to trade freedom for the security provided by AAs</td>
<td>$p$</td>
<td>.005</td>
</tr>
<tr>
<td>$.29$</td>
<td></td>
<td>$&lt; .001$</td>
</tr>
</tbody>
</table>
3.7 Results

3.7.1 Participants
Overall, 227 participants completed the experiment ($M_{age} = 22.91$, 66% female, $n = 150$). They were randomly assigned to one of two groups with 116 in the anxiety-provoking condition and 111 in the control condition.

3.7.2 Scale reliability
The subscales ($\alpha_1 = .57$, $\alpha_2 = .18$, $\alpha_3 = .57$) of attitudes toward artificial agents were not reliable unless combined ($\alpha = .85$). Thus, we treated them as a single measure throughout this paper. The following scales were all reliable: acceptance of artificial agents in politics and security ($\alpha = .70$), willingness to trade freedom and privacy for the security provided by AAs ($\alpha = .86$), freedom threat reactance ($\alpha = .81$), and emotional threat reactance ($\alpha = .85$). Descriptive statistics appear in Table 1.

3.7.3 Manipulation check and reactance check
An ANOVA verified the effectiveness of the prime: The state of the world in the anxiety-provoking condition was rated as worse than in the neutral condition, $F(1, 226) = 50.64, p < .001, \eta^2_p = .18$. For both the anxiety-provoking condition, $t(115) = -18.41, p < .001, \eta^2_p = .75$, and the neutral condition, $t(110) = -8.47, p < .001, \eta^2_p = .39$, the state of the world was rated below the midpoint of the scale.

Both state-of-the-world primes were not significantly different in freedom threat, $F(1, 226) = 0.05, p = .815, \eta^2_p < .01$, and emotional threat, $F(1, 226) = 2.71, p = .101, \eta^2_p = .01$.

3.7.4 Model selection
We evaluated the fit of two pathway models (Figures 1 and 2) to determine whether a participant’s attitudes toward artificial agents was a mediator (Model 1) or a consequence (Model 2) of the acceptance of artificial
agents in politics and security, controlling for direct effects. Attachment theory predicts attitudes as a mediator of acceptance.

Model 1, which treated attitudes as a mediator rather than a consequence, had the best fit (Table 2). Only for this model were model fit indices fully accepted (e.g., $\chi^2/df < 3$; RMSEA $\leq .05$). Akaike information criterion (AIC), a measure of model quality [12], was also lower for Model 1 (18.064) than for Model 2 (21.466). The pathway models are considered different because their AICs differ by more than 2 [20].

### Table 2: Model fit indices

<table>
<thead>
<tr>
<th>Indices</th>
<th>Indices</th>
<th>Model 1</th>
<th>Model 2</th>
<th>Threshold</th>
</tr>
</thead>
<tbody>
<tr>
<td>Absolute Indices</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GFI</td>
<td></td>
<td>1.000</td>
<td>.992</td>
<td>$\geq .95$</td>
</tr>
<tr>
<td>AGFI</td>
<td></td>
<td>.999</td>
<td>.924</td>
<td>$\geq .90$</td>
</tr>
<tr>
<td>RMR</td>
<td></td>
<td>.008</td>
<td>.077</td>
<td></td>
</tr>
<tr>
<td>SRMR</td>
<td></td>
<td>.004</td>
<td>.040</td>
<td>$\leq .08$</td>
</tr>
<tr>
<td>RMSEA</td>
<td></td>
<td>.000</td>
<td>.104</td>
<td>$\leq .05$</td>
</tr>
<tr>
<td>Incremental Indices</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NFI</td>
<td></td>
<td>1.000</td>
<td>.973</td>
<td>$\geq .95$</td>
</tr>
<tr>
<td>TLI</td>
<td></td>
<td>1.045</td>
<td>.881</td>
<td>$\geq .95$</td>
</tr>
<tr>
<td>CFI</td>
<td></td>
<td>1.000</td>
<td>.980</td>
<td>$\geq .95$</td>
</tr>
<tr>
<td>Parsimonious Indices</td>
<td></td>
<td>$\chi^2/df$</td>
<td>3.466</td>
<td>$&lt; 3$</td>
</tr>
<tr>
<td>AIC</td>
<td></td>
<td>18.064</td>
<td>21.466</td>
<td>Smaller preferred</td>
</tr>
</tbody>
</table>

*Note. Indices with unacceptable fit are shown in italics.*

#### 3.7.5 Hypothesis testing

We conducted a mediation analysis to assess the reliability of the attachment model. Attitudes toward artificial agents were more favorable in the anxiety-provoking condition than in the neutral condition, ($a_1$, $a_2$) $t(225) = 4.77$, $p < .001$, 95% CI [0.435, 1.046]. Thus, H1 was supported. Controlling for the effect of attitudes toward artificial agents on the acceptance of artificial agents in politics and security, ($b_1$) $t(225) = 8.49$, $p < .001$, 95% CI [0.447, 7.717], the direct effect of the condition on acceptance ($c_1$) $t(225) = 4.16$, $p < .001$, 95% CI [0.400, 1.121] became nonsignificant ($c'_1$) $t(225) = 1.87$, $p = .051$, 95% CI [-0.001, 0.660], indicating a mediation, $b = 0.43$, 95% CI [0.240, 0.636] (Figure 3). Thus, H2 was supported.

![Diagram](image)

**Figure 3:** The mediation model with attitudes toward artificial agents placed before acceptance.
Also considering the effect of attitudes on willingness to trade freedom for the security provided by artificial agents \( (b_2) t(225) = 3.39, p < .001, 95\% \text{ CI} [.104, .393] \), the direct effect of the condition on the acceptance of artificial agents in politics and security \( (c_2) t(225) = 4.26, p < .001, 95\% \text{ CI} [.400, 1.088] \) decreased but remained significant \( (c'_2) t(225) = 3.13, p = .002, 95\% \text{ CI} [.207, .913] \), indicating a partial mediation, \( b = 0.18, 95\% \text{ CI} [.070, .331] \). Thus, H3 was supported.

### 3.8 Discussion

This experiment evaluated whether an anxiety-provoking state of the world could promote the acceptance of artificial agents in politics and security and even willingness to allow them to infringe on freedom and privacy. It also evaluated whether these effects were mediated by attitudes towards artificial agents.

The results showed that, in the anxiety-provoking condition, participants developed more favorable attitudes towards artificial agents, which increased their acceptance of them as proxies. These results are consistent with attachment theory, which posits that, in anxiety-provoking situations, people’s need for control will increase; they will tend to develop positive attitudes about potential new sources of safety and as a consequence will consider them more reliable. Indeed, positive feelings towards humans or nonhumans heighten confidence in their ability to protect. In particular, like objects [4,94], artificial agents are perceived as reliable and effective—for example, if a person is disappointed by someone, they might develop attachment toward a transient object to restore their feeling of safety [55].

Delegation of control could, paradoxically, increase one’s sense of control while reducing anxiety if the proxy is perceived as reliable and thus able to manage the situation more effectively and reliably. A sense of control is a basic psychological need [96]. This feeling could be elicited by the process described by attachment theory even when the attachment is to an artificial agent.

These results also show that contextual factors may lessen ambivalence about delegating control to artificial agents. Western societies often express ambivalence toward a new technology initially [73]. An anxiety-provoking context could make these technologies more appealing as a technological fix. Ambivalence would then subside as the technology becomes more prevalent. Historically, specific social and political contexts have helped or hindered the integration of technology in society [66,82]. They have led the scientific community [61,62] and society as a whole [92] to accept or reject a particular innovation. The same forces could influence the acceptance of AAs in positions of power.

### 4 Follow-up study: Factors improving attitudes toward AAs

In line with attachment theory, Experiment 1 showed that an anxiety-provoking state of the world increased the acceptance of artificial agents in politics and security and that this effect was mediated by positive attitudes towards these artificial agents. What the experiment did not explain is why attitudes toward AAs should improve given that citizens already have a government to address threats. In this follow-up study, we seek to explain this by examining traits that might cause an individual to view artificial agents as a more reliable alternative to humans when making a direct comparison. Competence is the second dimension of human social perception, after interpersonal warmth [28,38]. While warmth reflects the intention to help or to harm, competence reflects the ability to act on that intention. Individuals may support replacing their human leaders with more competent and reliable AAs if they distrust their government and other people [43].

#### 4.1 Theory and hypotheses

We found an explanation of the positive shift in attitudes toward artificial agents in disappointment theory. Disappointment theory states that, if the outcome of a choice is worse than expected, disappointment reduces its perceived utility relative to other outcomes, which could cause the individual to make a different choice—even a worse choice—at the next opportunity [68,69]. Disappointed individuals tend to focus on alternative outcomes.

We extend disappointment theory to the realm of politics to explain why an individual would develop more positive attitudes toward artificial agents as part of a process of seeking alternatives to unreliable proxies. On our interpretation, disappointment theory would predict that an individual who perceives other people to be
unreliable would seek alternative sources of safety from other humans and even from nonhumans [13,76]. Nonhuman alternatives could include deities [71], inanimate objects [55], or artificial agents [35]. In line with attachment theory, individuals who feel disappointed by their government and other people might find artificial agents to be a more reliable alternative to restore their sense of control. Based on the results of Experiment 1, this process is enabled by developing positive attitudes towards these alternatives [76]. We propose that, when humans fail to offer a sense of security, artificial agents could be seen as an alternative that restores trust. Trust has been defined as “the willingness of a party to be vulnerable to the actions of another party based on the expectation that the other will perform a particular action important to the trustor, irrespective of the ability to monitor or control that other party” [98].

In this follow-up study, we examine whether individuals’ attitudes toward artificial agents stem from a lack of trust in other people or in the government [57,59]. In particular, we are interested in whether their attitudes are mediated by a process of direct comparison in the context of policy-making. Given that distrust of humans drives the search for alternative, nonhuman proxies, people who by disposition have a high level of interpersonal distrust would tend to view artificial agents as comparatively more reliable. These individuals who perceive artificial agents as a more reliable alternative to humans should also develop more positive attitudes towards them.

**H4.** Interpersonal distrust increases positive attitudes toward artificial agents, mediated by viewing artificial agents as an alternative to humans in political decision-making.

In line with disappointment theory, feelings of distrust in government could cause artificial agents to be viewed as a more reliable alternative to humans along various policy dimensions. Distrust in government should predict willingness to delegate roles to alternative proxy agents [57,59]. Artificial agents could then be perceived as trustworthy enough for a specific purpose like serving the common good when human political leaders are seen as unreliable.

**H5.** Trust in government decreases positive attitudes toward artificial agents, mediated by viewing artificial agents as an alternative to humans in political decision-making.

If distrust in political leaders may result in a search for alternatives, conversely, trust in leaders may reduce the likelihood of searching for alternatives and also the willingness to accept them. Therefore, satisfaction with the current government should engender less favorable attitudes toward artificial agents.

### 4.2 Research design

This study on individual differences had a quantitative nonexperimental design.

### 4.3 Procedure

Participants were instructed to fill out different questionnaires. The questionnaires were presented in the following order: interpersonal distrust and trust in government in random order; artificial agents as an alternative to humans; and attitudes toward artificial agents and trust in governmental artificial agents in random order.

### 4.4 Subject variables

#### 4.4.1 Interpersonal distrust

We used three items from the General Social Survey (GSS) that evaluate interpersonal distrust—for example, “Do you think most people would try to take advantage of you if they got a chance?” (for a similar use, see [16]). Participants responded using a 7-point scale, ranging from 1, “absolutely not,” to 7, “absolutely yes.”

#### 4.4.2 Trust in government

An adapted version of the trust in government measure from American National Election Studies (ANES) was used to evaluate trust in the government [46]. (It was measured with items like “Do you think you can trust the government to make fair decisions?” 3 items.) Participants responded using a 7-point scale, ranging from 1, “absolutely not,” to 7, “absolutely yes.”
4.4.3 Artificial agents as an alternative to humans

Participants were asked to assess the competence of both human political leaders and artificial agents to handle 15 issues, including the protection of humanity and the environment (e.g., ensuring the safety of citizens), public policy (e.g., making economic decisions), and the promotion of human rights (e.g., combating racism). Sample items included “Which is better at making economic decisions: humans or artificial agents?” For each issue, participants compared which entity, from 1, “humans,” to 7, “artificial agents,” would be most reliable to produce a positive result.

4.4.4 Attitudes toward artificial agents

This questionnaire was the same as in Experiment 1.

4.4.5 Trust in governmental artificial agents

A second version of the trust in government measure was used to evaluate participants’ trust in governmental artificial agents (3 items).

4.5 Results

4.5.1 Participants

Overall, 303 participants completed the follow-up study (64% female, n = 195, M age = 20.27).

4.5.2 Scale reliability

The following scales were all reliable: trust in government (α = .90), trust in governmental artificial agents (α = .82), interpersonal distrust (α = .70), attitudes toward artificial agents (α = .88), and artificial agents as an alternative to humans (α = .90). Descriptive statistics appear in Table 3.

<table>
<thead>
<tr>
<th></th>
<th>M</th>
<th>SD</th>
<th>Skewness</th>
<th>Kurtosis</th>
</tr>
</thead>
<tbody>
<tr>
<td>Attitudes toward artificial agents</td>
<td>4.37</td>
<td>1.34</td>
<td>-0.21</td>
<td>-0.71</td>
</tr>
<tr>
<td>Interpersonal distrust</td>
<td>3.50</td>
<td>1.07</td>
<td>-0.06</td>
<td>0.26</td>
</tr>
<tr>
<td>Trust in government</td>
<td>2.96</td>
<td>1.34</td>
<td>0.19</td>
<td>-0.65</td>
</tr>
<tr>
<td>Trust in governmental artificial agents</td>
<td>3.24</td>
<td>1.39</td>
<td>0.08</td>
<td>-0.61</td>
</tr>
<tr>
<td>Artificial agents as an alternative to humans</td>
<td>3.00</td>
<td>1.13</td>
<td>0.16</td>
<td>-0.41</td>
</tr>
</tbody>
</table>

4.5.3 Hypothesis testing

A regression analysis revealed interpersonal distrust had a significant direct effect on attitudes toward artificial agents, t(301) = 3.95, p < .001, 95% CI [.139, .415] and a significant direct effect on artificial agents as an alternative to humans, t(301) = 9.66, p < .001, 95% CI [.303, −.118]. Artificial agents as an alternative also
predicted attitudes toward artificial agents, \( t(301) = 9.92, p < .001, 95\% \text{ CI } [.486, .726] \). Artificial agents as an alternative to humans mediated the effect of trust in government on attitudes toward artificial agents, \( b = -0.13, 95\% \text{ CI } [-.194, -.065] \). Thus, H5 was supported.

### 4.5.4 Mediation analysis

Interpersonal distrust had a significant positive direct effect on trust in governmental artificial agents, \( t(301) = 2.65, p = .008, 95\% \text{ CI } [.041, .277] \), and on artificial agents as alternative to humans, \( t(301) = 2.65, p = .008, 95\% \text{ CI } [.041, .277] \). However, this effect was also mediated by artificial agents as an alternative to humans, \( t(301) = 10.86, p < .001, 95\% \text{ CI } [.539, .777] \). Controlling for this effect, the direct effect of interpersonal distrust on trust in governmental artificial agents became nonsignificant, \( t(301) = 0.95, p = .344, 95\% \text{ CI } [-.065, .186] \), indicating full mediation, \( b = 0.10, 95\% \text{ CI } [.028, .193] \).

Trust in government had a negative direct effect on trust in governmental artificial agents, \( t(301) = -3.00, p = .003, 95\% \text{ CI } [-.294, -.061] \). However, this effect was mediated by artificial agents as an alternative to humans, \( t(301) = -4.47, p < .001, 95\% \text{ CI } [-.303, -.118] \). Controlling for this variable, \( t(301) = 10.58, p < .001, 95\% \text{ CI } [.533, .777] \), the direct effect of trust in government on trust in governmental artificial agents became nonsignificant, \( t(301) = -0.76, p = .449, 95\% \text{ CI } [-.142, .063] \), indicating a full mediation of trust in government on trust in governmental artificial agents, \( b = -0.14, 95\% \text{ CI } [-.207, -.070] \).

### 4.5.5 Disappointment model

We conducted a path analysis of the overall model controlling for the covariance between interpersonal distrust and trust in government [58]. The model was reliable according to fit thresholds [51]. Interpersonal distrust had a direct effect on attitudes toward artificial agents and an effect mediated by artificial agents as an alternative to humans; however, the effect of trust in government was mediated (Figure 4, Table 4).

![Figure 4: The path model of attitudes toward artificial agents mediated by artificial agents as an alternative to humans as a function of the level of interpersonal distrust and governmental trust.](image)

### 4.6 Discussion

The follow-up study supports disappointment theory as an explanation of why attitudes toward artificial agents became more positive in Experiment 1. Individuals who distrust other people and their government will view artificial agents as a more reliable alternative and thus will regard them more positively. Perceiving artificial agents as a reliable proxy implies that they are judged to possess characteristics more suitable for effective decision-making than those possessed by humans. Paradoxically, individuals only agree to delegate duties to technology when they believe delegation will increase their sense of control [15]. The results also show that citizens will tend to accept artificial agents in positions of power when human leaders in those same positions are perceived as less reliable. Thus, the acceptance of artificial agents in positions of power depends on the context of alternatives. To better understand this process of comparing humans with artificial agents, we explore further the dimensions of this comparison, such as the perception of the leaders’ morality.
Table 4: Model fit indices

<table>
<thead>
<tr>
<th>Indices</th>
<th>Indices</th>
<th>Model</th>
</tr>
</thead>
<tbody>
<tr>
<td>Absolute Indices</td>
<td>GFI</td>
<td>1.000</td>
</tr>
<tr>
<td></td>
<td>AGFI</td>
<td>1.000</td>
</tr>
<tr>
<td></td>
<td>RMR</td>
<td>.001</td>
</tr>
<tr>
<td></td>
<td>SRMR</td>
<td>.001</td>
</tr>
<tr>
<td></td>
<td>RMSEA</td>
<td>.000</td>
</tr>
<tr>
<td>Incremental Indices</td>
<td>NFI</td>
<td>1.000</td>
</tr>
<tr>
<td></td>
<td>TLI</td>
<td>1.036</td>
</tr>
<tr>
<td></td>
<td>CFI</td>
<td>1.000</td>
</tr>
<tr>
<td>Parsimonious Indices</td>
<td>(\chi^2/df)</td>
<td>.001</td>
</tr>
<tr>
<td></td>
<td>AIC</td>
<td>28.001</td>
</tr>
</tbody>
</table>

5 Experiment 2: From immoral leaders to artificial agents

Experiment 1 showed how attachment theory could be applied to artificial agents. An anxiety-provoking state of the world caused attitudes toward artificial agents to become more positive, which increased the acceptance of these agents in politics and security. The follow-up study showed how individuals who distrust their government and other people tended to view artificial agents as a reliable alternative and developed positive attitudes toward them. Building on disappointment theory, Experiment 2 investigates factors that explain why artificial agents in government are perceived as more reliable than humans.

5.1 Theory and hypotheses

Political leaders are often assessed on their personal morality. Citizens may fear that political leaders mainly seek positions of power to attain high status [101], perhaps owing to narcissism [75,88]. This cynical perspective could motivate the search for an incorruptible alternative, guided by logic rather than self-interest and not subject to monetary temptations [26,75,88,101,107]. Immoral leaders engender cynicism, a loss of trust in their actions, and fear of their consequences [8]. As mentioned earlier, disappointment theory predicts that the disappointment this loss of trust causes will motivate the acceptance of alternatives [46,69]. Moreover, attachment theory predicts that a disappointing situation will motivate citizens to take action to restore their sense of control. In this case, they would be more likely to accept reliable alternatives as proxies. In delegating control to proxies, a calculation is made between the direct control lost and indirect control gained. The choice is not entirely rational because disappointment inclines citizens to avoid the earlier choice that caused disappointment, even if the evidence still indicates it was the better choice.

In balance, the individual or group to whom control is delegated will be evaluated on dispositional criteria (e.g., the intention to help or harm) even before performance criteria (e.g., the ability to act on that intention). Thus, confidence in delegating authority depends not only on a proxy’s competence but also on interpersonal warmth, the primary dimension of interpersonal perception; this trait will influence how performance, process, and purpose are judged [28,38]. Therefore, in a situation where an untrustworthy and immoral human proxy would be perceived as a source of anxiety, an artificial agent could be perceived as a more reliable external source of control. Under both conditions, there is a delegation of control. However, delegation to an artificial agent could be deemed less risky than to an unreliable human, assuming the AA would pursue the public interest governed only by logic.
Finally, in Experiment 2, we examine the factors underlying the hypothetical acceptance of artificial agents as a reliable alternative to untrustworthy political leaders. Decades of research in western democracies have shown that citizens attribute ever fewer moral qualities to their leaders [3,93,111]. This perception leads to a mistrust of government and a tendency to seek fresh alternatives [57,107]. Indeed, as attributions of morality to the government decrease [90], artificial agents’ lack of self-interest becomes more salient. Therefore, we hypothesized that, because trust traits are a major determinant of positive impressions of leaders [56,113], those who perceive their government to be immoral and unreliable will view artificial agents as an acceptable alternative.

In Experiment 2, participants received either a disappointing or pleasing government prime. In the former condition, they described legislation they viewed negatively and in the latter legislation they viewed positively.

**H6.** Disappointment in the government decreases subsequent judgments of political leaders’ morality.

**H7.** Disappointment in the government also decreases trust in government.

**H8.** Judging political leaders as less moral increases the perception of artificial agents as a reliable alternative to humans in political decision-making.

**H9.** The view of artificial agents as a reliable alternative increases trust in artificial agents.

These hypotheses align with disappointment theory, which predicts a devaluation of the prior choice that caused disappointment, namely, the election of current political leaders. The consequence of this devaluation is a search for alternatives and more favorable attitudes toward them. Therefore, AAs are likely to be seen as a trusted and reliable alternative.

The hypotheses also align with attachment theory, which predicts citizens are motivated to take actions to restore their sense of safety and control. In this context, that would entail restoring their feeling of trust in government through the adoption of artificial agents as proxies in place of morally suspect leaders.

### 5.2 Research design

The experiment had a 2-group between-groups posttest-only design. Participants were randomly assigned to one of two conditions: *pleasing government or disappointing government.*

### 5.3 Procedure

Participants were asked to describe in one sentence negative or positive legislation ratified by their government. Next, they completed five questionnaires in the following order: political leaders’ morality, trust in government, artificial agent’s morality, artificial agents as an alternative to humans, and trust in governmental artificial agents.

### 5.4 Independent variable

The independent variable was the disappointment prime. In the *disappointing government* condition, participants described legislation reflecting the incompetence of their government to challenge their confidence in the government (i.e., “In a few words, describe a reform or act for which you have questioned the competence of your government”). In the *pleasing government* condition, participants described legislation reflecting the competence of their government (i.e., “In a few words, describe a reform or an act for which you have praised the competence of your government”).

### 5.5 Dependent variables

**5.5.1 Political leaders’ morality**

This questionnaire evaluated the perception of the government’s morality with two subscales: morality and status seeking. (The former was measured with items like “Political leaders are willing to be unethical if they think it will help them succeed,” 5 items, and the latter with items like “For political leaders, status indicates success in life,” 5 items.) This questionnaire was an adaptation of the Machiavellian Personality Scale [24].
5.5.2 Trust in government
This questionnaire was the same as in the follow-up study.

5.5.3 Artificial agents as an alternative to humans
This questionnaire was the same as in the follow-up study.

5.5.4 Trust in governmental artificial agents
This questionnaire was the same as in the follow-up study.

Table 5: Descriptive statistics with mean and standard deviation (top) and correlation matrix (bottom)

<table>
<thead>
<tr>
<th></th>
<th>M</th>
<th>SD</th>
<th>Skewness</th>
<th>Kurtosis</th>
</tr>
</thead>
<tbody>
<tr>
<td>Political leaders’ morality</td>
<td>5.31</td>
<td>1.33</td>
<td>-1.17</td>
<td>1.35</td>
</tr>
<tr>
<td>Artificial agents as an alternative to humans</td>
<td>3.41</td>
<td>1.19</td>
<td>-0.07</td>
<td>0.35</td>
</tr>
<tr>
<td>Trust in government</td>
<td>2.71</td>
<td>1.24</td>
<td>0.23</td>
<td>-0.96</td>
</tr>
<tr>
<td>Trust in governmental artificial agents</td>
<td>3.94</td>
<td>1.46</td>
<td>-0.27</td>
<td>0.23</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Artificial agents as an alternative to humans</th>
<th>Trust in government</th>
<th>Trust in governmental artificial agents</th>
</tr>
</thead>
<tbody>
<tr>
<td>Political leaders’ morality</td>
<td>r = .25</td>
<td>p = .010</td>
<td>r = .14</td>
</tr>
<tr>
<td>Artificial agents as an alternative to humans</td>
<td>r = -0.20</td>
<td>&lt; .001</td>
<td>p = .16</td>
</tr>
<tr>
<td>Trust in government</td>
<td>r = .043</td>
<td>&lt; .001</td>
<td>r = -0.13</td>
</tr>
<tr>
<td></td>
<td>p</td>
<td></td>
<td>p = .192</td>
</tr>
</tbody>
</table>

5.6 Results

5.6.1 Participants
Overall, 102 participants completed Experiment 2 (75% female, n = 76, M_age = 22.42). They were randomly assigned to two groups with 55 in the disappointing government condition and 47 in the pleasing government condition.

5.6.2 Scale reliability
We confirmed the reliability of the scales: political leaders’ morality (α = .87), trust in government (α = .88), trust in governmental artificial agents (α = .90), and artificial agents as an alternative to humans (α = .90). Descriptive statistics appear in Table 5.

5.6.3 Manipulation check
In both the disappointing and pleasing government conditions, legislation was described in 45 characters on average. To test the effect of the disappointment prime, a multivariate ANOVA was conducted with the experimental condition as the independent variable and all four measures as dependent variables.

The manipulation checks were successful: Political leaders were rated less moral in the disappointing government condition, F(1, 101) = 18.29, p < .001, η²_p = .16, and trust in government was rated lower, F(1, 101) = 4.58, p = .035, η²_p = .04, than in the pleasing government condition.

The prime had a nonsignificant direct effect on artificial agents’ perceived morality, F(1, 101) = 1.68, p = .198, η²_p = .02, trust, F(1, 101) = 3.31, p = .072, η²_p = .03, and competence as an alternative to humans, F(1, 101) = 0.98, p = .324, η²_p = .01. Further analysis was required.

Interestingly, artificial agents were judged as more moral than political leaders in both the disappointing government condition, F(1, 100) = 108.67, p < .001, η²_p = .52, and the pleasing government condition, F(1, 100) = 17.08, p < .001, η²_p = .15.
5.6.4 Hypothesis testing

A mediation analysis was performed (Figure 5). The effect of the experimental condition on trust in government was mediated by the level of morality associated with political leaders, \( t(100) = -4.28, p < .001, 95\% \text{ CI } [-1.533, -0.562] \). In the disappointing government condition, less morality was attributed to political leaders. The less political leaders were seen as moral, the less trust was reported in government, \( t(100) = -3.06, p = .003, 95\% \text{ CI } [-0.480, -0.102] \). Thus, H6 and H7 were supported, though H7 was mediated.

Controlling for trust in government, \( t(100) = 1.25, p = .215, 95\% \text{ CI } [-0.321, 0.073] \), only political leaders’ morality had an influence on artificial agents as a pleasing alternative to humans in political decision-making. A nonsignificant trend was that the less political leaders were seen as moral, the more artificial agents were viewed as an alternative, \( t(100) = 1.94, p = .055, 95\% \text{ CI } [-0.004, 0.387] \).

Figure 5: The path model of perception of political leaders’ morality as a function of the disappointment prime. In the disappointing government condition, participants evaluated their political leaders as less moral. This had a direct negative effect on trusting them in government. Viewing artificial agents as an alternative to humans also had a direct positive effect on trust in governmental artificial agents.

Finally, the more participants viewed artificial agents as an alternative, the more they reported trust in them, \( t(100) = 10.11, p < .001, 95\% \text{ CI } [0.720, 1.072] \). The best path to explain the model shows that less morality was attributed to the government in the disappointing government condition than in the pleasing government condition. As a consequence, artificial agents were more likely to be perceived as a pleasing alternative in this condition. This view was followed by an increase of trust in artificial agents, \( b = 0.18, 95\% \text{ CI } [0.008, 0.434] \). Thus, H8 and H9 was supported, though mediated.

We tested this theoretical model (Table 6). The model was reliable based on fit thresholds [51].

5.7 Discussion

Experiment 2 sought to determine whether the lack of morality of political leaders could explain the acceptance of artificial agents as proxies. The perceived lack of political leaders’ morality increased the perception of artificial agents as a pleasing alternative in political decision-making, which was consistent with our hypothesis. This effect depended on disappointment in the government. Thus, participants who considered political leaders to be unreliable tended to be more accepting of artificial agents as an alternative because they considered them more reliable and less prone to moral lapses. This result is reinforced by the fact that participants attributed fewer immoral traits to artificial agents than to their political leaders in both conditions. Artificial agents could, therefore, be considered as a technological solution to the failures of humans in addressing anxiety-provoking situations. This assertion remains speculative, and further studies are needed.

\[3\] We controlled for the mediated model of the follow-up study: trust in government \( \rightarrow \) artificial agents as an alternative to humans \( \rightarrow \) trust in governmental artificial agents was still significant, \( b = -0.17, 95\% \text{ CI } [-0.347, -0.007] \).
### Table 6: Model fit indices

<table>
<thead>
<tr>
<th></th>
<th>GFI</th>
<th>AGFI</th>
<th>RMR</th>
<th>SRMR</th>
<th>RMSEA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Absolute Indices</td>
<td>.975</td>
<td>.937</td>
<td>.061</td>
<td>.049</td>
<td>.033</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Incremental Indices</td>
<td>NFI</td>
<td>.943</td>
<td>TLI</td>
<td>.990</td>
<td>CFI</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Parsimonious Indices</td>
<td>$\chi^2/\text{df}$</td>
<td>1.111</td>
<td>AIC</td>
<td>24.664</td>
<td></td>
</tr>
</tbody>
</table>

### 5.8 Data availability

The dataset, scripts, and codebook for all analyses are available at [https://osf.io/cg7nu/](https://osf.io/cg7nu/).

### 6 General discussion

We have shown that in an anxiety-provoking situation, attitudes toward artificial agents become more favorable, and people are more willing to accept them in politics and security (Experiment 1). They consider artificial agents as an alternative to humans in political decision-making because of a loss of trust in other people and in government (the follow-up study) and because disappointment in government calls political leader’s morality into question (Experiment 2). This process can be linked to the intrinsic motivation of our species to reduce uncertainty, maintain a sense of control, and achieve this through proxy agents.

To examine our results in more detail, first consider the process of accepting an alternative as a proxy agent. In a given context, when people feel anxiety, this feeling will interfere with their ability to mitigate the negative impact of the situation [44,85]. To reduce the feeling, they become more willing to accept alternatives they might not otherwise have considered—for example, losing their freedom and privacy in exchange for the security provided by artificial agents [25]. The result is that artificial agents can be seen as a technological fix for a psychologically threatening situation.

This work supports the acceptance of AAs as reliable proxies based on attachment theory. In addition, in a political context, distrust in human proxies’ willingness to perform a delegated function increases the perception of artificial agents as a more reliable alternative. This indicates that the identity of the agent, whether human or artificial, matters less than confidence it will perform as a proxy. It also shows that peoples’ attitudes toward leaders are malleable, depending on the context (Experiment 1) or the state of their thoughts (Experiment 2). This observation echoes reports that people’s increased interest in politics is largely superficial [10]. Thus, their opinions are likely to shift [2] with the deluge of information on politics [11].

The interaction between attachment theory, disappointment theory, and the technological fix may be viewed more broadly. The ambivalence that can be felt regarding the emergence of artificial agents in the human environment is often guided by representations—an imaginative process—rather than contextualized reflection—an iterative process [37]. When the evaluation of agents is contextualized, attitudes toward them become more positive as the result of comparing the advantages and disadvantages of relying artificial agents to fellow humans.

Functioning successfully in everyday life necessarily involves a reliance on proxy agents. People would be more willing to trust artificial agents in this role when they believe humans may act against their personal or shared interests [5]. Therefore, the conceptualized fear of being ruled by machines [81,106] seems malleable, contextual [86], and likely to change [2]. Indeed, as nonexperts have a more abstract conception of artificial
agents than human ones, they tend to attribute to them greater power over human life—both to do good and to do ill [105]. Therefore, our results could be integrated into the framework of the technology acceptance model (TAM) to explain how users accept and use a technology [109]. TAM posits that perceived usefulness and perceived ease of use drive attitudes toward technology and the intention to use it. In our study, perceived usefulness would be the main mediator that drives the acceptance of artificial agents [97]. The more the situation seems uncertain, or the more the humans in charge seem unreliable, the more suitable artificial agents would appear as replacements.

We propose that, as political leaders, artificial agents could be seen as more controllable and less inclined toward immoral and unethical behavior than humans. Again, as a psychological necessity, this could restore citizens’ belief in their ability to exert control over the environment through a reliable proxy [64] and to reduce, in the context of government, the anxiety that comes from politically motivated decisions [39]. Indeed, the delegation of authority to representatives is motivated by the desire to make politics more effective. However, when a voter questions the effectiveness of the proxy, blame may be placed on the voter for choosing the wrong political leader. Thus, when a nonhuman proxy appears, an artificial agent that does not share human foibles, delegating political control to it may be considered a reasonable alternative. Artificial agents could, therefore, be seen as more reliable than humans, conforming to a fixed purpose without their own hidden agenda. In this way, the performance, process, and purpose of available proxy agents are compared, and artificial agents are evaluated more favorably. More generally, these findings raise questions about the delegation of control to external systems and whether this delegation should be understood as a loss of control or as an outsourcing of control. If we delegate a hierarchical role to artificial agents, does this mean that we are losing control over the corresponding activities or effectively managing them? For example, if we all agreed today to delegate the regulation of climate change laws around the globe to an artificial agent, does this mean we would lose control over climate change or increase our capacity to address it? This perspective of optimization could be the reason for favoring artificial agents over humans when the latter seem unable to fulfill the objectives of their role as proxy agents. Therefore, the agents’ reliability would be the deciding factor.

### 6.1 Limitations and future work

For the two experiments and the follow-up study, several limitations should be noted. First, they were prospective. Current reasoning about the potential role of artificial agents may differ from future reasoning about their actual acceptance in the real world. To assess this point, further studies must be conducted with a more ecologically valid methodology. Second, it is an open question whether the inclination of accept artificial agents is temporary, resulting only from current crises, or enduring.

Third, because we are investigating politics, the current situation is relevant, including the current political leadership and participants’ political affiliations. We have not yet explored these dimensions. Replacing political leaders with artificial agents would be a challenging process. A preference for artificial agents could indicate a generalized opposition to elites.

Fourth, individual differences, such as age and socioeconomic status, as well as cultural differences, require investigation to determine the generalizability of our findings. These differences, in addition to an individual’s attitudes toward artificial agents, might promote or inhibit the perception of their reliability [34].

Much evidence has accrued of culture being a moderating factor [6,54,73]. These potential factors raise general questions about decision-making processes, such as the integration of contextual, dispositional, and operational variables in weighing alternatives. They also raise two important issues, requiring further investigation: 1) how the designers of AAs, or the owners of this intellectual property, choose to have them personified, and 2) the extent to which their actions are accepted or rejected based on their personification.

Fifth, citizens must balance the assumption that artificial agents would make rational decisions in accord with shared interests and the possibility they could be programmed to serve other interests—or even hacked. For example, if their goals were set by distrusted human leaders, they could be perceived with similar distrust. To extend this research, it would be worthwhile to assess how people perceive actual decisions made by artificial agents versus those made by human leaders. Would people be willing to follow their policies, or
would they be even more likely to protest against them? The extent to which citizens are informed about AAs and the transparency of their programming and goals would influence whether they are perceived as a reliable alternative to current political leaders in facing the same complex problems. Future studies could manipulate the effectiveness of the plans of an AA to determine how people react differently to the resulting positive and negative outcomes as compared with human political leaders.

7 Conclusion
Humans are increasingly integrating artificial agents into their environments. Despite this, people feel ambivalent about artificial agents in such roles as political leader or security provider, and further study is necessary to understand why this is the case. Beyond the study of artificial agents as an alternative to humans, we have found that a vision of the future, once considered dystopian, could be accepted to some extent. Depending on the context, points of comparison, and perceived effectiveness of the solution, humans will always tend towards solutions that allow them to reduce anxiety and restore safety and control. Of course, a disruptive phenomenon such as the introduction of AAs into government seems unsettling at first. But just consider that Benjamin Harrison, the first U.S. president to have electricity in the White House, never touched the switches for fear of electrocution. Thus, attitudes are bound to evolve. Already we base our decisions on algorithmic results that we often do not understand. We may be approaching an era in which people who follow paths determined by self-driving vehicles also follow policies designed by artificial agents.
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